Construction and validation of a homology model of the human voltage-gated proton channel hHV1
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The topological similarity of voltage-gated proton channels (HV1s) to the voltage-sensing domain (VSD) of other voltage-gated ion channels raises the central question of whether HV1s have a similar structure. We present the construction and validation of a homology model of the human HV1 (hHV1). Multiple structural alignment was used to construct structural models of the open (proton-conducting) state of hHV1 by exploiting the homology of hHV1 with VSDs of K+ and Na+ channels of known three-dimensional structure. The comparative assessment of structural stability of the homology models and their VSD templates was performed using massively repeated molecular dynamics simulations in which the proteins were allowed to relax from their initial conformation in an explicit membrane mimetic. The analysis of structural deviations from the initial conformation based on up to 125 repeats of 100-ns simulations for each system reveals structural features consistently retained in the homology models and leads to a consensus structural model for hHV1 in which well-defined external and internal salt-bridge networks stabilize the open state. The structural and electrostatic properties of this open-state model are compatible with proton translocation and offer an explanation for the reversal of charge selectivity in neutral mutants of Asp112. Furthermore, these structural properties are consistent with experimental accessibility data, providing a valuable basis for further structural and functional studies of hHV1. Each Arg residue in the S4 helix of hHV1 was replaced by His to test accessibility using Zn2+ as a probe. The two outermost Arg residues in S4 were accessible to external solution, whereas the innermost one was accessible only to the internal solution. Both modeling and experimental data indicate that in the open state, Arg211, the third Arg residue in the S4 helix in hHV1, remains accessible to the internal solution and is located near the charge transfer center, Phe150.

INTRODUCTION

Voltage-gated proton channels (HV1s) enable phagocytes to kill pathogens (Henderson et al., 1988; DeCoursey, 2010; Demaurex and El Chemaly, 2010), basophils to secrete histamine (Musset et al., 2008), airway epithelia to control surface pH (Fischer, 2012), sperm to capacitate and fertilize eggs (Lishko et al., 2010), and B lymphocyte signaling (Capasso et al., 2010), and may exacerbate breast cancer metastasis (Wang et al., 2012) and ischemic brain damage (Wu et al., 2012). When the gene was discovered in 2006, however, the most remarkable feature of the human HV1 (hHV1) protein was its resemblance to the voltage-sensing domain (VSD) of other voltage-gated ion channels (Ramsey et al., 2006; Sasaki et al., 2006).

The VSD is a protein module that confers the ability to respond to potential changes across a membrane (Jiang et al., 2003; Bezanilla, 2008; Swartz, 2008). Classes of proteins with VSDs include many voltage-gated cation channels, HV1s, voltage-sensing phosphatases (VSPs), and C15orf27 proteins of unknown function. The VSD contains four transmembrane (TM) segments, S1–S4, and intervening intracellular and extracellular loops. Voltage-sensitive cation channels contain one to several repeats of the fundamental unit comprising a VSD and a TM pore segment consisting of two TM regions; the fundamental unit may have additional N- and C-terminal domains that confer, for example, the ability to respond to cyclic nucleotides. Cation channels arrange themselves in the membrane so that four VSDs surround an ion pore that assembles from four pairs of TM helices (Swartz, 2008). The conduction pathway in hHV1 is contained within S1–S4 and does not require accessory proteins (Lee et al., 2009). Our aim is to define...
the structure of the conducting (open) conformation of hHV1.

Several structural features characterize VSDs. The S4 helix contains two to seven positively charged residues (mostly arginine and less frequently lysine), each separated by two hydrophobic residues (Bezanilla, 2008). S1–S3 contain negatively charged residues thought to form both intracellular and extracellular charge clusters together with the cationic charges in S4 (Papazian et al., 1995; Long et al., 2007; Swartz, 2008; Jensen et al., 2012). Finally, VSDs contain a “gating charge transfer center” (Tao et al., 2010) or “hydrophobic center” (Yarov-Varovsky et al., 2012) characterized by a highly conserved phenylalanine residue on S2, thought to delimit internal from external access. A wealth of evidence, including crystal structures of potassium and, more recently, sodium channels, indicates that the S4 helix of the VSD in response to the membrane potential, and that the mechanical transduction of this motion opens or closes the pore (Bezanilla, 2008; Swartz, 2008; Gonzalez et al., 2013). As S4 moves, its arginines participate in salt bridges with intracellular and extracellular charge clusters, which are separated by the constriction at the charge transfer center (Papazian et al., 1995; Tiwari-Woodruff et al., 2000; Long et al., 2007; Tao et al., 2010; Lin et al., 2011).

We previously undertook a phylogenetic analysis (Musset et al., 2011) that included VSDs not only from eukaryotic voltage-gated potassium (Kv), sodium (NaV), and calcium channels (CaV), but also from VSD homologues that lack an ion pore (Hv1, VSP, and C15orf27). This analysis showed that the VSDs that lack an ion pore comprise a subfamily distinct from the VSDs of eukaryotic cation channels. Despite this subfamily occupying a separate branch of the phylogenetic tree, several lines of evidence indicate that its S4 moves qualitatively like the S4 of other VSDs (Murata et al., 2005; Okamura et al., 2009; Gonzalez et al., 2010, 2013). In VSPs, this motion presumably controls the activity of the phosphatase; in hHV1, this motion is thought to regulate proton conduction. The VSDs of GiVSP and of human C15orf27 do not appear to conduct protons or other ions (Murata et al., 2005; Okamura et al., 2009; Musset et al., 2011). VSDs of voltage-gated potassium and sodium channels do not conduct ions but can be converted into voltage-gated proton channels by point mutations on the S4 segment (Starace et al., 1997; Starace and Bezanilla, 2001, 2004; Struyk and Cannon, 2007; Gosselin-Badaroudine et al., 2012). The hHV1s are VSD homologues that lack a separate ion pore (Ramsey et al., 2006; Sasaki et al., 2006) but include a proton-specific conduction pathway within the VSD (Lee et al., 2009; Musset et al., 2011).

Recently, Musset et al. (2011) discovered that Asp112 is a crucial component of the proton selectivity filter in hHV1. Neutralizing mutants at position 112 not only exhibited impaired proton selectivity but were anion selective. Only the conservative Asp→Glu mutant remained proton selective. The presence of a carboxyl side chain is not per se sufficient to provide selectivity, as Asp185 is also in the pore but can be neutralized without affecting selectivity (Musset et al., 2011). These findings raise important questions regarding a mechanistic understanding of proton-specific conduction. How does Asp112 modulate ionic selectivity? What other residues form the selectivity filter? Do titratable groups of the protein participate directly in proton relay, or does proton translocation occur via a water-mediated mechanism as in simple, water-filled pores such as the gramicidin channel (Levitt et al., 1978; Pomès and Roux, 1996)?

Explaining the molecular mechanism of proton conduction of hHV1 requires a deeper exploration of molecular structure.

Given the absence of an experimentally determined structure of hHV1, we used homology modeling to generate a structural model of hHV1 from its primary amino acid sequence using sequence alignments and structural templates of experimentally determined homologous VSDs. On the one hand, this task is made possible by the availability of high resolution atomic structures of homologous VSDs (Jiang et al., 2003; Lee et al., 2005; Long et al., 2007; Payandeh et al., 2011). On the other hand, below-average sequence identity between hHV1 and its homologues makes homology modeling a difficult task. A minimum 30% sequence identity is typically pursued in generating homology models (Forrest et al., 2006). Homology models based on low sequence identity have been regarded as likely to be inaccurate (Jacobson and Sali, 2004). Therefore, sequence alignment for hHV1 is nontrivial.

Here, we focus on the structure of the open conformation of hHV1 as a starting point for future studies of closed states, gating, and other properties. We used a three-pronged approach to gain insight into the structural basis for the function of hHV1. First, a more comprehensive phylogenetic analysis of VSD sequences was undertaken, which provided a more reliable understanding of the relationships among VSDs and a more structurally informed alignment of the arginines that control S4 movement. Second, we used alternative alignments and multiple structural templates to develop several homology models of the VSD of hHV1. We performed structure-stability tests of two select models, one based on our phylogenetically informed alignment and the other based on another widely accepted alignment (Ramsey et al., 2010; Wood et al., 2012). To perform these tests, the computational efficiency afforded by a lipid membrane mimetic was combined with an ensemble approach consisting of many molecular dynamics (MD) simulation repeats to obtain meaningful statistics. The analysis of these simulations allowed us to choose a preferred homology model that was further...
validated by simulations in a phospholipid bilayer, and led to a testable hypothesis regarding the solvent accessibility of the S4 arginines of hHV1 in the open state. Finally, we used His scanning of the S4 Arg residues to evaluate accessibility by Zn\(^{2+}\) effects on currents under voltage clamp. Previous studies have evaluated accessibility by mutating specific residues to Cys (Cys scanning) and then using MTS reagents as probes, detected either by Western blotting (“PEGylation” assay) (Sakata et al., 2010) or by altered channel gating (Gonzalez et al., 2010). The Zn\(^{2+}\) accessibility results support the hypothesis generated by the computational study and provide a new basis for further mechanistic investigations into hHV1.

**MATERIALS AND METHODS**

**Sampling of taxa and phylogenetic methods**

Sequences of VSD homologues were identified by similarity using BLAST (Altschul et al., 1997) and HHMmer (Finn et al., 2011) searching, and an effort was made to include prokaryotic and fungal sequences as well as a diversity of metazoan sequences (e.g., plants, invertebrates, and vertebrates). VSD sequences were aligned using Promals3D (Pei et al., 2008), constraining the alignment to two VSD crystal structures, 2R9R (paddle chimera; Long et al., 2007) and 3RVY (Na\(_{Ab}\); Payandeh et al., 2011). Two other crystal structures of \(K_\alpha\) channels were deliberately omitted to avoid biasing the structural alignment toward a \(K_\alpha\)-type structure. The resulting alignment was inspected visually and analyzed with Maxalign (Gouveia-Oliveira et al., 2007). TM helices were identified by homology, and intervening loops were removed. Sequences were submitted to Prottest, which predicted the LG amino acid substitution model (Le and Gascuel, 2008) with I (proportion of invariant sites) and G model (gamma shape) parameters. A maximum likelihood phylogenetic tree was generated from this alignment using PhyML (Guindon and Gascuel, 2003) at the ATGC site (http://www.atgc-montpellier.fr) using the LG model, four substitution rate categories, estimated proportion of variable sites, estimated gamma shape parameter, and nearest neighbor plus subtree pruning and regrafting tree improvements. The sequence order in the TM-only alignment was randomized, and parsimony trees were generated from subsets of the randomized full alignment using Protpars (Phylogeny Inference Package [PHYLIP] version 3.5c) at the Mobyle site (Néraud et al., 2009); maximum likelihood trees from the same subsets were also generated using PhyML. A different alignment was constructed from the full set of sequences using the default TCoffee program (Notredame et al., 2000) in which there is no structural constraint, and a maximum likelihood tree was generated using PhyML. Trees were visualized at iTOL (Letunic and Bork, 2007) and in FigTree (http://tree.bio.ed.ac.uk/software/figtree/).

**Gene expression**

Site-directed mutants were created using the Stratagene QuikChange (Agilent Technologies) procedure according to the manufacturer’s instructions. Clones were sequenced commercially to confirm the mutations. COS-7 cells were maintained in 5% CO\(_2\) and 95% air in a humidified incubator at 37°C in Dulbecco’s modified Eagle’s medium containing 10% heat-inactivated fetal bovine serum, 2 mM l-glutamine, 100 IU/ml penicillin, and 100 µg/ml streptomycin. The coding sequence of hHV1 (Hsv1) was cloned into pHBI25-C3 (to make GFP-HV1) vectors as described previously (Ramsey et al., 2006). COS-7 cells were grown to ~80% confluency in 35-mm cultures dishes. Cells were transfected with ~0.5 µg of the appropriate cDNA using Lipofectamine 2000 (Invitrogen) or polyethylenimine (Sigma-Aldrich). After a 6-h incubation at 37°C in 5% CO\(_2\), cells were trypsinized and replated onto glass coverslips at low density in medium containing fetal bovine serum for patch-clamp recording.

**Electrophysiology**

GFP-tagged proton channels were studied. Fluorescent cells were identified using inverted microscopes with fluorescence capability (Nikon). Micropipettes were pulled using an automatic pipette puller (Flaming Brown; Sutter Instrument) from glass (PG2165-4; World Precision Instruments, Inc.) coated with Sylgard 184 (Dow Corning Corp.) and heat polished to a tip resistance ranging typically from 5 to 15 MΩ with the pipette solutions used. Electrical contact with the pipette solution was achieved by a thin sintered Ag-AgCl pellet (In Vivo Metric Systems) attached to a Tellon-encased silver wire, or simply a chlorided silver wire. A reference electrode made from a Ag-AgCl pellet was connected to the bath through an agar bridge made with Ringer’s solution (mM: 160 NaCl, 4.5 KCl, 2 CaCl\(_2\), 1 MgCl\(_2\), and 5 HEPES, pH 7.4). The current signal from the patch clamp (EPC-9; HEKA, or Axopatch 200B; Axon Instruments) was recorded and analyzed using Laboratory View SCB-68 (National Instruments), Pulse and PulseFit (HEKA), or P-CLAMP (Molecular Devices) software supplemented by Microsoft Excel, Origin 7.5, and Sigmagplot (SPSS Inc.). Seals were formed with Ringer’s solution in the bath, and the potential zeroed after the pipette was in contact with the cell. Where stated, reversal potentials were corrected for measured liquid junction potentials.

Inside-out patches were formed by forming a seal and then briefly lifting the pipette into the air or solution. For whole-cell and inside-out patch recording, bath and pipette solutions contained 60–100 mM buffer, 1–2 mM CaCl\(_2\) or MgCl\(_2\) (intracellular solutions were Ca\(^{2+}\) free), 1–2 mM EGTA, and TMAMeSO\(_4\) to adjust the osmolality to roughly 300 mOsm, titrated with TMAOH. Buffers used were Mes, pH 5.5–6.0, and PIPES, pH 7.0. We omitted EGTA from solutions for Zn\(^{2+}\) measurements. No leak correction has been applied to any current records. Measurements were done at 21°C or at room temperature (20–25°C). The bath temperature was controlled by a system from Brooks Industries or by an in-house–built system using Peltier devices in a feedback arrangement, monitored by a resistance temperature detector element (Omega Scientific) immersed in the bath.

**Homology model**

The VSD of potassium channel \(K_\alpha\)P (Protein Data Bank accession no. 1ORS; Jiang et al., 2003), the paddle chimera (Protein Data Bank accession no. 2R9R; Long et al., 2007), and the VSD of chain A of the Na\(_{Ab}\) sodium channel (Protein Data Bank accession no. 3RVY; Payandeh et al., 2011) were used as templates. These structures are presumed to be in the open state because they experience no potential during crystallization, so that their VSDs are presumed to be “activated.” The three template structures were structurally aligned using Modeller 9.7 (Sali and Blundell, 1993) to obtain a multiple-template, structure-based sequence alignment. The query sequence of hHV1 was then aligned to the template alignment using the large multiple sequence alignment of VSDs (abstracted in Fig. 1) as a guide; two alignments, “R3D” and “R2D” (differing in the register of the arginines in S4) were generated. Each alignment was then used to create a set of 100 homology models, and the best five models were selected by the smallest value of the normalized discrete optimized molecule energy (DOPE) (Shen and Sali, 2006) score available in Modeller 9.7.

The S1–S2 loop is of variable length in the four sequences considered: 7, 8, 32, and 15 residues, respectively, in \(K_\alpha\)P, Na\(_{Ab}\),...
the paddle chimera, and hHV1. In the modeling of hHV1, the S1–S2 loop was by far the least reliable part of the homology model, as quantified by a DOPE score above $-0.03$. For this reason, in each of the selected models (five from each alignment), the S1–S2 loop (H1 sequence LDLLIHQPDDKNNVAA) was reconstructed using SuperLooper (Hildebrand et al., 2009). The starting structures were then energy minimized to correct the splice points. This procedure resulted in an acceptable DOPE score.

**Lipid bilayer simulations.** The x-ray structure of KVAP and the R2D model were simulated in a phospholipid bilayer. A configuration containing a 1-palmitoyl-2-oleoylphosphatidylcholine (POPC) bilayer with 64 lipids per leaflet was obtained from Tieleman et al. (1999) and equilibrated at 300 K for 50 ns in the absence of any solute. The OPLS-AA protein force field was mixed with the Berger lipid parameters by applying the half-ε double-pairlist method (Chakrabarti et al., 2010). InflateGRO (Kandt et al., 2007) was used to embed the proteins in the bilayer. The bilayer was then hydrated, and 500 mM NaCl was added as in the octane simulations. The final KVAP system contained 126 POPC and 5,862 water molecules in a 6.6 × 6.9 × 7.8–nm$^3$ box. The system was first energy minimized for 2,500 steps, followed by an equilibration phase of 25 ns with backbone position restraints on protein and an unrestrained production run of 430 ns. All parameters were the same as those of the octane simulation except for pressure coupling. A reference pressure of one bar was imposed by semi-isotropic pressure coupling separately in the directions of the bilayer plane and the z direction using a coupling time constant of 1.0 ps and equal compressibility.

Four representative conformations of R2D in its hydrated state (see Results), including pore water, were selected from octane simulations as the starting conformations for unrestrained 100-ns simulations in POPC after a 25-ns equilibration in the presence of position restraints on protein and pore water oxygen atoms. The 7.2 × 7.5 × 7.5–nm$^3$ simulation cells contained 126 POPC and 5,877 water molecules on average. Simulations of the same four protein conformations were extended in octane to 100 ns. Molecular graphics were generated by VMD 1.8.7 (Humphrey et al., 1996), and all trajectories were analyzed using Gromacs tools and in-house–built codes.

**Continuum electrostatic calculations**

We calculated the static field for the passage of a positive point charge through the hHV1 pore by solving the Poisson–Boltzmann (PB) equation using the PBQ module of CHARMm (version 31; Brooks et al., 1983; MacKerell et al., 1998), together with a set of optimized atomic radii for amino acids (Nina et al., 1997). The regions occupied by n-octane, protein, and water were assigned dielectric constants of 2, 4, and 80, respectively. 150 conformations were selected by picking every 50th snapshot from the combined trajectory segments in the fully hydrated conformation of the channel (II state in Fig. 7E), in which a water pathway
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**Figure 1.** A subset of a larger multiple sequence alignment of the four TM regions of VSDs informed by alignment of the open state produced by structural superposition of crystal structures of the paddle chimera (green ribbon) and NaVAb (white ribbon). The arginines of S4 (blue sticks) are labeled according to their position on the paddle chimera. Note that the most extracellular R of NaVAb corresponds to R2 of the paddle chimera, and the most intracellular R of NaVAb corresponds to K5 of the paddle chimera. The completely conserved phenylalanine on S2 is shown and labeled as “CTC.” The following residues are indicated with symbols over the alignment: %, CTC; *, R1 of Shaker; #, R2 of Shaker; ^, R3 of Shaker.
is present throughout the pore. For each of these snapshots, the coordinates of the oxygen atoms of water molecules along the pore were stored before deleting the water molecules along with ions and octane molecules. The probe point charge was placed at these O atom coordinates to calculate the static field for each protein conformation. The PB equation was solved on a grid of $115 \times 115 \times 141$ points with an initial cell size of $1.0 \text{ Å}$, followed by focusing on a finer grid of $0.25 \text{ Å}$. The implicit membrane was assigned a thickness of $34 \text{ Å}$, and no membrane potential was applied. The calculation was repeated for the same set of snapshots after neutralizing the charge of D112 to mimic the effect of neutral mutants of that residue on charge transfer through the pore of hH1.2.

Online supplemental material
The online supplemental material includes VSD sequence information (Table S1), a plot of the root mean square deviation (RMSD) versus time for KVAP in a phospholipid bilayer and in octane (Fig. S1), representative conformations of the two homology models (Fig. S2), and an analysis of salt-bridge populations in the two homology models (Fig. S3). The supplemental material is available at http://www.jgp.org/cgi/content/full/jgp.201210856/DC1.

RESULTS

Multiple sequence alignment and phylogenetic analysis
A previous multiple sequence alignment and phylogenetic analysis including 123 genes showed that the VSDs of H\textsubscript{1}s, VSPs, and C15orf27s comprise a subfamily distinct from other, mainly eukaryotic VSDs (Musset et al., 2011). To get a more comprehensive view of the relationships among VSD sequences, a multiple sequence alignment of almost 300 diverse VSD sequences was created using PromalS3D (Pei et al., 2008), an algorithm that incorporates both structural and sequence information. The sequences were chosen to include preferentially VSDs known to respond directly to membrane potential and were drawn from a wide spectrum of organisms. The parameters were chosen so that the algorithm used the VSDs from the Na\textsubscript{v}Ab crystal structure (3RVY) and the paddle-chimera crystal structure (2R9R) to constrain the alignment structurally. A representative subset of the TM-only alignment is shown in Fig. 1.

The tree produced by maximum likelihood phylogenetic analysis of this multiple sequence alignment (Fig. 2) has very similar topology to trees previously constructed both from full-length ion channel sequences and from the sequences of the ion pores only (Nelson et al., 1999; Yu and Catterall, 2004). As was concluded in the previous full-length and pore-only alignments, it seems clear from this tree that K\textsubscript{v} and Na\textsubscript{v}/Ca\textsubscript{v}-type channels separated in bacteria, at the latest approximately one billion years ago. The tree in Fig. 2 also agrees with topologies of previous trees obtained from pore alignments in that it shows VSDs from CNG-type channels as more closely related to VSDs from K\textsubscript{v} channels, and VSDs from transient receptor potential channels as more closely related to VSDs of Na\textsubscript{v}/Ca\textsubscript{v} channels. Interestingly, phylogenies created from various multiple sequence alignments (see below) of VSD sequences contain no indication of Na\textsubscript{v}/Ca\textsubscript{v}-type VSDs being associated with K\textsubscript{v} pores, or vice versa, indicating that swapping VSDs and pore domains among the ion channel families is extremely rare to nonexistent. The similarity of the phylogeny based on pore-only and the VSD-only (pore-excluded) sequences reinforces the validity of both.

The phylogenetic analysis of VSDs shows that the H\textsubscript{1}/C15orf27/VSP subfamily lies on the same branch that contains the bacterial sodium channel VSDs (Fig. 2). This relationship is robust: it is preserved in trees constructed with different subsets of taxa, in trees constructed using parsimony as a criterion, and in trees derived from different underlying alignments (Table S1). In addition, BLAST and HMMer searches of databases using probes from the H\textsubscript{1}/C15orf27/VSP subfamily return sodium channels as the top scoring hits outside of the H\textsubscript{1}/C15orf27/VSP subfamily. These results strongly indicate that the VSD subfamily exemplified by H\textsubscript{1}/C15orf27/VSP, i.e., VSDs not associated with a separate ion pore, became distinct from the K\textsubscript{v}-type VSD at or before the split between Na\textsubscript{v}/Ca\textsubscript{v} and K\textsubscript{v} channels, which occurred in bacteria.
We now focus on the charged residues in the S4 region that are considered to sense membrane potential. The full multiple sequence alignment (abstracted in Fig. 1) shows an alignment in S4 in which R4 (the fourth charged residue counting from the N terminus) of NaVAb occupies a position equivalent to K5 of Shaker, in agreement with the structural alignment obtained by superposition of the crystal structures of NaVAb and the paddle chimera (Fig. 1). This same alignment also predicts that R3 of H51 is equivalent to R4 of NaVAb and K5 of the paddle chimera. Similar to alignments produced by HHpred (Yarov-Yarovoy et al., 2012), PromalS3D alignments that included just NaV/CaV and K(V) VSDs and that were guided by the NaVAb and paddle-chimera crystal structures also confirmed the homology of R4 of NaV/CaV with K5 of K(V) (not depicted). The consensus from the phylogenetic analysis and the structurally guided multiple sequence alignments leads to the conclusion that R3 of H51 is equivalent to K5 of Shaker.

Homology modeling
These results, along with the availability of the NaVAb crystal structure (Payandeh et al., 2011), suggested a need for the generation of a new homology model of hHV1. The model generated is presumed to be in the activated state (see Materials and methods). The two alternative sequence alignments of hHV1 to the template structural alignment, R2D and R3D (see Materials and methods), differed significantly only in the Arg registry in the fourth TM helix. The Arg registry of R2D obtained from the analysis in Fig. 1 has been suggested in only two previous studies (Alabi et al., 2007; Smith et al., 2011). The R3D Arg registry closely resembles that in most previous studies (Freites et al., 2006; Ramsey et al., 2010; Sakata et al., 2010; Wood et al., 2012). As expected from the underlying alignment, the subsequent models from these two alignments also differed in the positioning of the Arg residues of S4. From this point, we shall refer to models in which D112 is positioned opposite the second and third Arg residue (i.e., R208 and R211) as derived from the R2D and R3D alignments, respectively (Fig. 3).

Evaluation of alternative models
To evaluate the quality of the two structural models, R2D and R3D, we performed MD simulations of the protein embedded in a hydrated membrane-mimetic n-octane slab. The principal advantage of using an octane slab rather than an explicit lipid bilayer is that the shorter relaxation time scale of the octane phase speeds up the conformational relaxation of the protein and the statistical convergence of the simulations. This computationally efficient feature of the n-octane slab allows the use of many independent samples for a statistically meaningful study (see Materials and methods for more details).

To validate the use of octane as a membrane mimetic, we performed a 430-ns-long control simulation of the highest resolution VSD template, K(V)AP, in a lipid bilayer and compared the results with those of octane/water simulations. The results, which are illustrated in Fig. S1, show that the average structure of the octane-solvated VSD is closer to that of the lipid-solvated VSD (RMSD of 0.12 nm) than either of these structures are to the initial crystallographic model (0.18 and 0.24 nm, respectively). These results demonstrate the validity of using this membrane mimetic for VSD-like domains.

![Figure 3](image-url)
25 simulations were performed on each of the top five models from each alignment (see Materials and methods). In each of these simulations, the system was allowed to evolve in the octane slab at 300 K for 100 ns without any structural restraint. A clustering analysis was performed to characterize the conformational heterogeneity within an ensemble of structures generated by pooling together snapshots taken at 2-ns intervals during the last 20 ns of each of the 25 or 125 simulations for the templates and the homology models, respectively. The criterion for the clustering analysis was the RMSD of TM Cα atoms from the starting conformation of the protein, a measure of overall structural stability. The single-linkage clustering method of GROMACS clustering tool g_cluster was used to add a particular snapshot to a cluster when its RMSD value is less than a predefined cutoff value (Rc (nm)). The clustering of 1,250 snapshots from each homology model was repeated with increasing cutoff values ranging from 0.1 to 0.17 nm in 0.01-nm increments. The partition of the individual snapshots into clusters is a measure of structural similarity within the structural ensemble. The smaller the cutoff, the larger the number of clusters and the smaller the number of structures in each cluster. Fig. 4 illustrates the number of clusters and number of structures in the most highly populated cluster as a percentage of the total population at each cutoff value of the templates, R2D and R3D. Because model variation within R2D and R3D was found to be trivial, the structures from the top five models are combined for each R2D and R3D.

Analysis of structural divergence
The statistics of the clustering itself highlights structural divergence. As the cluster cutoff value increases, the number of clusters decreases, indicating that the boundary for grouping the related structures together becomes gradually less stringent. The number of clusters at any cutoff value is always higher in the homology models than in the templates, indicating that structural divergence is greater in the homology models than in the templates. In KvAP and the paddle chimera, the population of the most highly populated cluster (Nc) at every cutoff value is a large percentage (from 50% at 0.1 nm to 100% at a 0.17-nm cutoff) of its total population, i.e., the total number of snapshots (Fig. 4). In contrast, Nc for NaVAb is always less populated, further indicating that its structure is more divergent than those of KvAP and the paddle chimera. The same interpretation applies to the homology models, with a significantly larger structural divergence in R3D than in R2D models.

![Figure 4](image_url)  
**Figure 4.** Fraction of structures in the most populated cluster, shown as a percentage of the total population at each clustering cutoff value, Rc, for each of the three VSD templates and the two homology models.

![Figure 5](image_url)  
**Figure 5.** Analysis of structural relaxation from massively repeated sampling. Relative probability distributions of (left) RMSD values (see Results) and (right) change in the number of α-helical residues, ΔNα, in the most populated cluster at each cutoff value (in nanometers, top right), relative to the starting structure of the simulations. The data are normalized to the total population.
Two measures of structural stability of the models compared to the templates are the RMSD itself and the change in secondary structure. At each cutoff value, the probability distribution of the RMSD values of individual conformations in the most highly populated cluster was plotted for both templates and homology models (Fig. 5, left). This analysis reveals several key features. First, the structures of the three templates, although different from the starting structure, converge to a common single point independent of the cutoff value. Second, there is a trend of increasing deviation among these structures as more and more structures are added onto a cluster (in other words, the cluster grows with increasing cutoff value). The deviation is minimal in KvAP and maximal in NaVAb. This property is correlated to the decreasing atomic resolution of the structural models from KvAP to the paddle chimera and to NaVAb (1.9, 2.4, and 2.7 Å, respectively). For the homology models, deviation was greater for R3D than for R2D. Moreover, the R2D models converge to a single point, whereas R3D models lack such a feature. Finally, the distribution of RMSD values as the cluster grows retains its overall shape better in R2D than in R3D, indicating greater structural divergence in the latter model.

The change in secondary structure, as measured by the loss or gain of α-helical residues in the TM region, is shown at different cutoff values in Fig. 5 (right). Qualitatively, KvAP undergoes both loss and gain of α-helical structure, whereas the paddle chimera and NaVAb undergo mainly a gain and a loss of α-helical structure, respectively. Discrepancies in α-helical content between the crystallographic models and the simulations of the VSD templates could be caused in part by inaccuracies in the OPLS-AA force field (Lindorff-Larsen et al., 2012). However, secondary structure is largely preserved in the structural ensembles of the two homology models, with distributions centered near zero (the greater discrepancy as a function of cluster cutoffs again reflecting the greater conformational diversity of R3D). As such, the main difference between the two homology models lies in the consistency of the relative arrangement of the TM helices, with significantly looser helix packing in R3D relative to R2D (Fig. S2).

Collectively, these data suggest that the R2D model is more stable and less divergent than R3D. Structural divergence of the templates increased with decreasing resolution of the crystal structures. The fact that the R2D model was only moderately more divergent than the lowest resolution structure (NaVAb) supports its validity as a model.

Structural properties
Having compared the overall structural stability and convergence of R2D and R3D, we examined the extent to which these models exhibit previously recognized structural features of VSDs. One “structural signature” of VSDs is two networks of electrostatic interactions (salt bridges), one internal and one external, between basic and acidic residues in the four helices (Papazian et al., 1995; Bezanilla, 2008; Yarov-Yarovoy et al., 2012). We therefore systematically screened R2D and R3D clusters to identify alignment-specific salt bridges adopted during simulations and evaluated the consistency of those signatures as the cluster grew. Fig. S3 illustrates the percentage of structures bearing a particular salt bridge in the highest populated cluster with increasing cutoff value in R2D and R3D. Fig. 6 highlights the salt bridges of both models that were present in >10% of the

![Figure 6. Salt-bridge formation in the (A) R2D and (B) R3D model. Acidic and basic residues in the α-helical TM region (red, S1; yellow, S2; green, S3; blue, S4) are shown in licorice representation. The salt bridges present in >10% of the most populated cluster obtained with Rc = 0.1 nm and are highlighted in thick dotted lines.](image-url)
As shown in Fig. 6A, R2D exhibits two networks of salt bridges: an external network formed by R205 and R208 in S4, E119 and D112 in S1, and D185 in S3; and an internal network formed by R211 in S4, K157 and E153 in S2, and D174 and E171 in S3. Residue F150, homologous with the conserved phenylalanine of the charge transfer center described by Tao et al. (2010), appears to mark the division between internal and external salt-bridge networks. Note that the population of some prominent salt bridges drops as the cluster cutoff increases, implying that these salt bridges contribute to the observed structural convergence and structural stability. In particular, the salt bridge between D112 and R208 located approximately at the center of the pore, was present in four of the five starting models of R2D and appears to be the most populated salt bridge of the external network during the simulation. The salt bridge of R205 and D185 was not present in any of the starting structures and occurs with a lower probability during the simulation but is still present a large proportion of the time, indicating a probable role in stability. Other salt bridges of the external network do not seem to make a significant contribution to the structural stability and convergence. For example, the R208–D185 salt bridge is absent at low cutoff and increases only to 10% at the highest cutoff examined.

The formation of the internal salt-bridge network in the R2D model is even more striking. The branching interaction of R211 with both E153 and D174 was the only salt bridge present in the starting structures. The consensus conformation after simulation, however, reveals a highly populated five-member salt-bridge network involving E153, K157, E171, D174, and R211.

Comparison of the R3D model with R2D reveals several important differences (Fig. 6). An external salt-bridge network in R3D comprising a chain linking D112–R211–E119–R208 together is present in the initial structures. Structural relaxation leads to stabilization of the R211–D112 ion pair at the center of the helix bundle, whereas the other two Arg residues evolve to form a persistent chain of salt bridges, R205–E119–R208–D185, in the external funnel (Fig. 6B). These interactions tend to become less populated with increasing cutoff values because of greater structural heterogeneity (Fig. S3). The internal salt-bridge network is missing in R3D. Only K157–E153 is significantly populated, with low occurrence of K157–D174 and K157–E171 ion pairs.

**Hydration profile**

Water penetration into VSDs via external and internal water-filled crevices has been suggested to focus the membrane electric field and to provide the structural basis for ion translocation in mutant VSDs; therefore, it
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must be considered a characteristic structural feature of VSDs (Larsson et al., 1996; Yang et al., 1996; Starace et al., 1997). Given that hHV1 is a proton-selective channel that excludes the translocation of other ions, it is reasonable to expect it to contain a narrow pore or a constriction site within the TM region. Having identified R2D as the preferred homology model for hHV1, we next characterize pore hydration from extended simulations of 200 ns for each of 125 replicas.

Specifically, we examine the conformational fluctuations of residues located at the narrowest part of the channel (Fig. 7) and the time-averaged probability distribution of water along the mean axis of the helix bundle (Fig. 8) using conformations saved every 10 ps. The hydration profile reveals the presence of external and internal water-filled cones consistent with the structure of other VSDs. Between these two funnels, two bottlenecks, or “constriction sites,” delineate a narrow hydrated region at the pore center (Fig. 8). The external bottleneck corresponds to the location of the salt bridge between D112 and R208, whereas the internal bottleneck is at the interface between R211 and F150. The distances between these two residue pairs were monitored to characterize their spontaneous conformational fluctuations (Fig. 7, A and B). Three distinct populations emerge for the external constriction site (D112–R208). These populations represent the three configurations of the salt bridge: bidentate and monodentate conformations (involving two or one hydrogen bond, respectively), and open, in order of increasing separation. The separation between R211–F150 is essentially bimodal (Fig. 7, C and D). When the distance between the center of mass of the phenyl ring of F150 and the guanidinium Cz atom of R211 is <0.55 nm, the guanidinium group makes a direct contact with the aromatic ring. Rapid conformational fluctuations modulate the size of each of the two constrictions independently of the other. Seven distinct conformational states are resolved in the two-dimensional map, of which five are labeled I–V and illustrated in Fig. 7 E. The most constricted of these states (designated IV in Fig. 7 E) corresponds to a bidentate D112–R208 salt bridge and close nonpolar contact of R211–F150. In contrast, the least constricted state (III) corresponds to disrupted interactions for both D112–R208 and R211–F150 residue pairs. Although the latter residue pair is disrupted 87% of the time, the D112–R208 salt bridge is disrupted (or “open”) only 10% of the time (state III). Here, “open” refers to the conformation of the D112–R208 salt bridge, not that of the channel, which is presumably in the open conformation throughout the simulation.

Computing the hydration profile separately for the most and least constricted conformations of the bottleneck (respectively, states IV and III in Fig. 7 E) confirms that pore hydration is modulated by the conformation of these two constriction sites (Fig. 8). The two distinct bottlenecks characterizing the constricted state (Fig. 8, A and C) disappear in the relaxed state, where water density becomes nearly homogeneous throughout the narrow, 1-nm-long pore (Fig. 8, B and D). Unlike the constricted state, the dilated state contains a continuous hydrogen-bonded column of water molecules with occasional branching. The formation of a continuous water chain is facilitated by the disruption of the D112–R208 salt bridge, with one third of these opening events lasting longer than 1 ns.

Figure 8. Pore hydration in the R2D model. Representative snapshots are shown successively for (A) the most constricted conformational state defined as \( d_1 < 0.42 \, \text{nm} \) and \( d_2 < 0.55 \, \text{nm} \) and (B) least constricted conformational state defined as \( d_1 > 0.52 \, \text{nm} \) and \( d_2 > 0.55 \, \text{nm} \) (see Fig. 7 E). Residues D112, F150, R208, and R211 are shown in licorice representation. Water molecules within 5 Å of these residues are colored in red and white, and hydrogen bonds between these molecules are shown with orange lines. (C) Water density within a 0.7-nm radius of the mean axis of the pore, normalized to the bulk water density in the most constricted and (D) least constricted conformational states, respectively. (E) Comparison of the water density profiles from four control simulations of 100 ns, successively in n-octane (blue) and in a POPC bilayer (magenta). Error bars represent the standard deviation.
To evaluate the effect of the membrane mimetic on the homology model, four simulations of R2D were extended by another 100 ns, separately in octane and in a phospholipid bilayer. The RMSD between the average backbone structures in the two solvents is 0.15 nm, and the average hydration profile of the pore is similar in the octane and lipid simulations (Fig. 8 E), indicating that the overall structural properties of the model are conserved in a lipid bilayer.

**Energetics of ion translocation**

As a first step toward understanding the energetics of ion permeation in hHV1, we used continuum electrostatic calculations to compute the static field, i.e., the energetic contribution arising from the distribution of electric charge in the pore, for the transfer of a positive point charge through the water-filled state of the pore (corresponding to conformation III in Fig. 7 E; Fig. 9 A).

In the WT channel, the static field profile is compatible with the transfer of a point charge through the narrow part of the pore. Overall, the static field can be approximately divided into three regions. The cytosolic end of the pore \((-1.5 < z < -0.5 \, \text{nm})\) contains an energy well induced by the net negative charge from the salt-bridge network (E153, K157, E171, D174, and R211) present in the internal water-filled crevice. Importantly, the static field essentially cancels out throughout the narrowest region of the pore \((-0.5 < z < 0.8 \, \text{nm})\), which contains D112 \((0.25 < z < 0.8 \, \text{nm})\) and the flexible side chain of R208 \((-0.5 < z < 1 \, \text{nm})\). The effect of the positive charge of R205 in the extracellular crevice is cancelled out by the proximity of D185.

Upon neutralization of residue D112, the static field increases by \(-10 \, \text{kcal/mol}\) in the narrow region of the pore, where the presence of the unpaired positive charge of R208 presents a significant barrier to the movement of cations (Fig. 9 B). Collectively, these findings suggest why D112 is necessary for the movement of protons and why neutral mutants of D112 are selective to anions (see Discussion).

**Accessibility studies**

The MD results favor the R2D open-state model as more stable than the R3D open-state model. These results suggested that when hHV1 is in the open state, R211 should be accessible only to the cytoplasmic side, and that R205 should be accessible only to the extracellular side. We tested this prediction by replacing each of the three Arg residues in the S4 TM segment with His. We probed the mutants with Zn\(^{2+}\) on the assumption that Zn\(^{2+}\) binding to the introduced His residue should affect the measured current. Because all three Arg residues studied here are located within the putative proton conduction region and face this pathway in existing models (Musset et al., 2010; Ramsey et al., 2010; Wood et al., 2012), it would be surprising if Zn\(^{2+}\) binding to any one of these sites had no detectable effect on current. Because a larger effect does not necessarily indicate better accessibility, we focus only on the qualitative effects of Zn\(^{2+}\) on each introduced His residue. We cannot rule out the possibility that Zn\(^{2+}\) might bind to a different site that is preferentially exposed by a particular mutation.

**Strategy for Zn\(^{2+}\) studies.** To minimize Zn\(^{2+}\) binding to other parts of the channel, we replaced both His residues known to bind Zn\(^{2+}\) in WT channels (Ramsey et al., 2006; Musset et al., 2010), namely H140A and H193A. We also truncated the C terminus at position 221 to prevent dimerization (Koch et al., 2008; Tombola et al., 2008; Gonzalez et al., 2010), because Zn\(^{2+}\) binding at the dimer interface appears to interfere with channel opening (Musset et al., 2010). In addition, using monomeric constructs precludes complications caused by interactions thought to occur between protomers during gating (Gonzalez et al., 2010; Tombola et al., 2010) but
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**Figure 9.** Effect of the charge distribution of the channel on the energetics of ion translocation. (A) Representative snapshot of the water-filled open conformation of H4.1. Water molecules and charged residues in the pore are shown in licorice representation; the extracellular end is to the right. (B) Static field energy for the transfer of a positive point charge in (blue) WT and (red) neutral-D112 forms of H4.1. Two thick lines represent the mean of five running averages, each computed from a dataset of 30 snapshots using a five-point moving window. Blue shading and orange error bars represent the SEM.
Behavior of the mutants in the absence of Zn$^{2+}$. There were no drastic behavioral changes in voltage-clamp studies of the R→H mutants compared with WT channels. All three constructs were nonconducting at negative voltages and opened with time during depolarizing pulses. Specifically, we did not observe evidence for H$^+$ conductance activated at negative voltages, or for proton carrier activity at intermediate voltages, as might have been expected by analogy with the His scanning studies of Starace and Bezanilla in Shaker K$^+$ channels (Starace et al., 1997; Starace and Bezanilla, 2001, 2004). All R→H mutants retained proton selectivity. The change in $V_{\text{rev}}$ for a 1.5-U change in pH$_o$ averaged $-75 \pm 4.5$ mV (mean ± SEM; $n = 4$) for R205H, $-83.2 \pm 7.3$ mV ($n = 5$) for R208H, and $-75.1 \pm 2.0$ mV ($n = 8$) for R211H, compared whose mechanism is unknown. For most measurements of external accessibility, Zn$^{2+}$ was applied at pH$_o$ 7.0, because H$^+$ and Zn$^{2+}$ compete for binding sites on proton channels (Cherny and DeCoursey, 1999). Whole-cell measurements of mutants that generated small currents were done at pH$_i$ 5.5 to increase current amplitude. Measurements in inside-out patches were made at pH$_i$ 6.0, also to increase the current amplitude. Effects of Zn$^{2+}$ were weaker at pH$_i$ 6.0 than at pH$_i$ 7.0 but not dramatically so; the more profound competition in WT channels is caused by Zn$^{2+}$ coordination at multiple titratable sites (Cherny and DeCoursey, 1999). We interpret effects of Zn$^{2+}$ as the result of binding to the His residue introduced by mutation; EGTA application removes Zn$^{2+}$ and should reverse the effect.

Figure 10. Evaluation of external accessibility of the three Arg residues in the S4 helix of hH$_V$. All measurements were made in a construct designed to have low sensitivity to Zn$^{2+}$, H140A/H193A/K221stop. (A) Currents during identical families of pulses in 10-mV increments up to +60 mV in the background construct in whole-cell configuration, in the presence of 0, 10, or 100 µM Zn$^{2+}$ in the bath solution. (B) Whole-cell currents in the R211H mutant during identical families of pulses in 10-mV increments up to +80 mV, in the presence of 0, 10, or 100 µM Zn$^{2+}$. (C) Currents during identical pulse families in 20-mV increments up to +60 mV in the R208H mutant in the absence (black) or presence of 10 µM Zn$^{2+}$ (red). (D) Currents during identical pulse families in 10-mV increments up to +30 mV in the R205H mutant in the absence (black) or presence of 10 µM Zn$^{2+}$ (red). (E) Currents during three consecutive pulses to +90 mV in a cell transfected with R205H. At or slightly before the arrow, 10 µM Zn$^{2+}$ was applied to the bath, reducing the current during the pulse (green). The next pulse (red) shows the steady-state extent of Zn$^{2+}$ inhibition. (F) Later in the same experiment, EGTA was added during a pulse at or before the arrow, rapidly relieving Zn$^{2+}$ effects. For all parts, pH$_o$ was 7.0; pH$_i$ was 7.0 for A, B, E, and F; and pH$_i$ was 5.5 for C and D.
with $-80.9 \text{ mV}$ in the WT channel (Musset et al., 2011). A report that R211x mutants are permeable to guanidinium (Berger and Isacoff, 2011) evidently does not indicate a general widening of the pore, because smaller cations and anions were impermeant in R211H. The mean change in $V_{\text{rev}}$ (corrected for measured liquid junction potentials) when TMA$^+$ or CH$_3$SO$_3^-$ was replaced was $+0.3 \pm 2.0 \text{ mV}$ (mean ± SEM; $n = 5$) for K$^+$, $+2.3 \pm 0.4 \text{ mV}$ (n = 5) for Li$^+$, $+3.0 \pm 1.4 \text{ mV}$ (n = 5) for Na$^+$, and $-0.8 \pm 1.3 \text{ mV}$ (n = 4) for Cl$^-$. We interpret guanidinium permeation as a reflection of its propensity to modify hydrogen bonds and denature proteins (England and Haran, 2011).

**External accessibility.** Fig. 10 A shows that the “Zn$^{2+}$-insensitive” background construct studied in whole-cell configuration was negligibly affected by externally applied Zn$^{2+}$ at 10 µM but was distinctly inhibited at 100 µM. Similar results were obtained in eight cells. Therefore, we adopted 10 µM Zn$^{2+}$ as a test concentration. Fig. 10 B, representative of 10 cells, shows that the innermost Arg in S4, R211H, was not sensitive to externally applied Zn$^{2+}$.

The middle Arg, R208, was difficult to evaluate because currents in the R208H mutant were quite small. Most measurements were done with pH 5.5 to increase the amplitude of the currents. Nevertheless, in 12 experiments, 10 µM Zn$^{2+}$ applied to the bath reduced currents in 10 cells and had no clear effect in 2 cells. Fig. 10 C shows superimposed currents recorded during an identical family of pulses in the absence (black) and presence (red) of 10 µM Zn$^{2+}$. The time-dependent component of current was reduced by Zn$^{2+}$, especially during large depolarizing pulses. A similar picture emerged for the R205H mutant (Fig. 10 D is representative of eight cells). In both R208H and R205H (Fig. 10, C and D), Zn$^{2+}$ reduced the current progressively during the pulse, consistent with greater accessibility in the open than closed state. Alternatively, these effects can be interpreted as acceleration of activation combined with reduction of maximal current.

To test accessibility of R205 specifically in the open state, Zn$^{2+}$ was applied during a depolarizing pulse (Fig. 10 E, green trace). The current was reduced rapidly from the control level (Fig. 10 E, black) to approximately the level seen during a subsequent pulse (red). Later in the same experiment, after equilibration with 10 µM Zn$^{2+}$, EGTA was applied during a long pulse (Fig. 10 F, green). The current was rapidly restored. Similar results were seen in four cells. We imagine that Zn$^{2+}$ binds and unbinds rapidly to the His residue, and that EGTA simply removes free Zn$^{2+}$ from the vicinity. In other words, this experiment does not test the accessibility of the site to EGTA but rather the accessibility of the site to Zn$^{2+}$.

**Internal accessibility.** Control measurements in inside-out patches produced a similar picture for internal application (Fig. 11 A) as seen for external (Fig. 10 A); 10 µM Zn$^{2+}$ produced negligible effects (n = 5), and 100 µM Zn$^{2+}$ distinctively attenuated the current. Determining internal accessibility requires inside-out patches, and...
The gold standard for a “correct” sequence alignment is one derived from a structural superposition. The sequence alignment in S4 of VSDs is challenging precisely because this gold standard cannot be applied from sequence information alone; a particular arginine within the same VSD is thought to occupy different positions relative to the rest of the VSD, depending on whether the VSD is “activated,” “inactivated,” “resting,” or at some intermediate position. This point has been exemplified dramatically in the presumed inactivated-state crystal structures of NaAb (Payandeh et al., 2012) and NaRh (Zhang et al., 2012) that appeared while this paper was in preparation. S4 of the NaRh crystal is displaced by one full helical turn compared with S4 of NaAb when using the conserved phenylalanine of the charge transfer center as a reference point (Zhang et al., 2012); this difference is presumed to represent a different position of S4 rather than a different alignment of the four arginines in each S4. The sequence alignment methods that incorporate structural information, as do both HHpred and PromalS3D, provide the crucial comparison that leads to the “correct” representation of the registry of the arginine residues in S4 in the resulting multiple sequence alignments: constraining the alignment to the “activated”-state crystal structures, for example, provides the “activated”-state registry and thus an alignment that will be preserved in the other states of the VSD characterized by S4 motion. The alignment of the S4 arginine in the multiple sequence alignment shown in Fig. 1 is consistent with the structural superposition of the presumed “active” NaAb and paddle-chimera crystal structures, and also with a recent alignment of Na/CaV and Kv VSDs obtained by using HHpred (Yarov-Yarovoy et al., 2012). The alignment used here also includes the H2/C15orf/VSP subfamily of VSDs and provides a different alignment in S4 than has been used previously in other credible and useful structural analyses (Freites et al., 2006; Sasaki et al., 2006; Gonzalez et al., 2010; Ramsey et al., 2010; Sakata et al., 2010; Berger and Isacoff, 2011). Only two previous studies aligned R1 in H1 with R3 in Shaker (Alabi et al., 2007; Smith et al., 2011). These considerations led us to develop a new homology model of hH1 and to compare it to another model based on a previous, widely accepted alignment. Alignments with significant differences in the placement of charged residues outside of S4 seem implausible on the basis of alignment scores. Only one such alignment (Freites et al., 2006) places a charged residue (H1 D185) more than one residue away compared with the alignment we use here. The latter alignment was obtained before the sodium channel crystal structures were available and disagrees at that position with the structurally informed alignment obtained by Yarov-Yarovoy et al. (2012).

We used a multi-template approach and different alignments in S4 to produce in the end two homology models of hH1 using Modeller. We then developed a
novel MD method to evaluate the consistency of the two models. This method enabled us to reach consensus-derived structural determinants for both templates and homology models. The VSD in the new inactivated-state crystal structures of NaVAb (Payandeh et al., 2012) is essentially indistinguishable from the VSD in the activated-state structure that we used in our multi-template modeling. The VSD in the NaVRh structure (Zhang et al., 2012) is very similar in S1–S3 to the templates we used, so our model would not be changed greatly by incorporating this structure; implications of significant differences in S4 of this structure are discussed below.

Computational validation of the homology models
MD simulations have been used previously both as assessment and refinement tools for homology models of proteins. For soluble proteins, these simulations typically involve all-atom explicit models in water; gradual model refinement using structural restraints; a simulation time spanning hundreds of nanoseconds to microseconds; and the analysis of ensemble structural properties, such as the conformational drift from the starting conformation, conservation of the secondary structure, and nonbonded residue contacts within the model and its templates (Chen and Brooks, 2007; Raval et al., 2012). Similar efforts for homology models of membrane proteins, which must take into account the anisotropic membrane environment, have until now been limited to comparatively shorter simulation times. These simulations have used either a lipid bilayer or biphasic membrane mimetic n-octane slab (Capener and Sansom, 2002; Arinaminpathy et al., 2003; Law and Sansom, 2004), which have typically been limited to a single simulation. The advantage of using n-octane is that its low viscosity speeds up the conformational fluctuations and relaxation of the embedded protein compared with a lipid bilayer. This property results in a wider conformational ensemble of the protein within a relatively short simulation time. This improved sampling efficiency, together with multiple repeats, was exploited in the current protocol to achieve a broad conformational sampling in a computationally efficient manner. In addition, we used a clustering analysis to identify a consensus conformation for the protein. To our knowledge, this work is the first comparative homology modeling MD simulation based on a consensus-derived three-dimensional model for a membrane protein. The general protocol presented here can readily be applied to evaluate the quality of homology models of other membrane proteins.

Because homology modeling is derived from little or no experimental evidence, and particularly in light of the low sequence identity between crystallized VSDs and hHv1, it is paramount to assess the quality of the model before examining the structural basis of hHv1 function. Although other homology models of hHv1, including another generated by our group, have been proposed recently (Musset et al., 2010; Ramsey et al., 2010; Wood et al., 2012), the present study is the first to offer a comparative assessment of the quality of homology models. In this study, two principal criteria were used to assess and compare the structural stability of the models to its templates: overall structural drift of the TM segments and retention of α-helical structure from the starting conformation. A key aspect of our approach is the evaluation of statistical properties from multiple replicas and subsequent clustering analysis. It is noteworthy that in some cases (Fig. 5), the probability distribution of R2D and R3D models almost overlaps. With clustering, however, this source of ambiguity is resolved. Thus, our results indicate that combining massively repeated simulations with clustering made it possible to identify R2D as the better model for hHv1. This conclusion appears to be corroborated by the subsequent analysis of salt-bridge formation as well as hydration and solvent accessibility (see below).

The validity of using a biphasic membrane mimetic (or simple n-octane slab) for the purpose of estimating the stability of membrane proteins in general, and of VSDs in particular, is demonstrated by the results obtained for the VSD templates and the control simulation in a lipid bilayer, which consistently retained their crystallographic conformation within a mere 0.2 nm RMSD over 100-ns MD trajectories. This value is consistent with what would be expected in lipid bilayers (Sands and Sansom, 2007). Moreover, the analysis reported above shows that the magnitude of structural deviations from the starting point is correlated to the resolution of the crystallographic structure, which demonstrates the sensitivity of the approach to the quality of the structural model. As in any molecular simulation study, it is not possible to predict whether or not conformational changes not observed in a given simulation may occur on longer time scales. As such, we cannot dismiss the possibility that longer simulations of our systems may lead to conformational differences caused by approximations in the membrane representation or by other factors. Nevertheless, the simulations reported in this study represent over 45 μs of sampling, which is, to our knowledge, orders of magnitude longer than any previous validation study of a homology model of a membrane protein.

Although the stability of both homology models is lower than that of the lowest resolution template (the VSD from sodium channel NaVAb) in terms of both the magnitude of deviation from the starting structure and the heterogeneity of the ensemble of structures generated by the simulations, they were clearly differentiated by the analysis. The resulting structural ensemble is much better clustered around a consensus structure for the R2D than for the R3D model, as manifested by the conserved location of the peak in the RMSD distribution, independent of clustering cutoff (Fig. 5). Thus, although the ensemble of structures obtained at 300 K deviates
from the initial homology R2D model, these structures retain a high degree of similarity with one another. These findings indicate that, unlike the R3D model, the R2D model corresponds to a unique conformational basin that is consistently represented by the thermal ensemble obtained at 300 K. Although the quality of the model is evidently inferior to that of the crystallographically derived structural models of the VSD templates from K+ and Na+ channels, the self-similarity of structures making up the R2D conformational ensemble approaches that obtained for the VSD of NaVAb (Figs. 4 and 5). Moreover, the high degree of structural stability of salt bridges in the simulations of R2D is consistent with the proposal that charge pairing contributes to the stability of VSDs (Papazian et al., 1995; Bezanilla, 2008; Swartz, 2008). As shown in Fig. S3, the population of ion pairs making up the salt-bridge networks in the conformational ensemble of R2D is essentially independent of cluster cutoff, whereas alternative salt bridges become populated with increasing cutoff values in the R3D ensemble. These results do not prove that the R2D model is accurate. Nevertheless, the above results, collectively, support the validity of our systematic, ensemble-based computational approach in discriminating between two possible homology models.

Hydration and mechanism of proton conduction
The above structural analysis leads to various considerations regarding the putative functional mechanism of hHV1. Importantly, the overall structural features of our R2D model are priori consistent with the properties required of a selective ion channel in its open state. Although the helix bundle retains the overall “hourglass” shape of the VSDs of K+ and Na+ channels, the four helices of hHV1 define a narrow, mostly water-filled pore. This narrow pore consists of a 1-nm-long constriction defined by two pairs of highly conserved residues, Arg211–Phe150 and Arg208–Asp112. In the above simulations, the residues lining this putative ion-translocation pathway undergo structural fluctuations resulting in the transient formation of a water chain throughout the pore (Fig. 8 D). Although the presence of a narrow, intermittent chain of water molecules that could serve as a putative proton pathway does not prove that this structure would be selective or even permeable to protons, these features can conceivably play a role in selective proton permeation, as discussed below.

The presence of a salt bridge involving D112 at the narrowest part of the channel suggests possible mechanisms for proton transport and selectivity. Either protons are translocated throughout the entire length of the pore in a water-mediated Grotthuss-like mechanism, as described in simpler, nonselective cation channels such as gramicidin (Pomès and Roux, 1996, 2002), or one or more titratable groups of the protein act as proton-relay groups. Because proton transport in hydrogen-bonded water wires is very efficient (Pomès and Roux, 1996), and because D185N and D185A retained proton selectivity (Musset et al., 2011), it is likely that protein-mediated proton relay, if it occurs, would be restricted to the D112–R208 bottleneck. Even if these residues are directly involved in proton relay, the ion pair would have to dissociate, if only transiently, to enable the changes in protonation states and in the organization of the hydrogen-bonded network inherent in vectorial proton movement. As a result, the fact that the ion pair undergoes reversible opening transitions in our simulations supports proton translocation a priori, although it does not allow us to discriminate between water-only and protein-mediated proton relay mechanisms.

Ultimately, discriminating between these two mechanisms will require detailed examination of the energetics and kinetics for the movement of an excess proton through the pore. In principle, both mechanisms may be invoked in the mechanism of proton selectivity. The rapid positional fluctuations of Arg208 would be expected to lower the pK of Asp112 when they are close together, resulting in proton ejection. Alternatively, it is conceivable that fluctuations resulting in the formation of a transient water column (~10% of the time) might allow the rapid translocation of protons but not the slower diffusion of other cations. The gramicidin channel contains a water wire essentially continuously (Levitt et al., 1978; Pomès and Roux, 1996), yet its proton conductance, extrapolated to neutral pH, is an order of magnitude lower than that of hHV1 (Cherny et al., 2003; DeCourcey, 2003). The conductance of hHV1 might be increased, compared with that of gramicidin, by (a) a shorter narrow segment or (b) its negatively charged inner vestibule (Fig. 9). There is a possible parallel between the largely discontinuous water column in hHV1 and suggestions that other ion channels may “close” by hydrophobic collapse (Duzielli et al., 2004; Beckstein and SANSOM, 2006; Roth et al., 2008; Chakrabarti et al., 2010; JENSEN et al., 2010). However, our model is exclusively of the open conformation of hHV1; based on existing evidence (Gonzalez et al., 2010; 2013), we imagine that the closed conformation differs significantly in the relative position of S4. In addition, interruption of the water wire by Asp112–Arg208 salt bridge formation occurs on a nanosecond timescale, much faster than macroscopic closing of the channel, which has time constants of milliseconds to seconds. Future simulation studies of hHV1 in a lipid bilayer, including free-energy calculations for the translocation of protons and other ions, will be performed in an effort to relate the microscopic structure of the channel to the mechanism of proton translocation and selectivity.

Nevertheless, it is pertinent and informative at the present model-validation stage to consider the competence
of the model in terms of cation permeation by examining whether the electrostatic environment of the pore is compatible with the movement of a positive point charge (Fig. 9). A previous computational study of aquaporin has shown that the static field contribution of the electrostatic potential for the movement of a positive point charge is similar to the potential of mean force for the translocation of an excess proton in the single-file region of the pore (Chakrabarti et al., 2004). This agreement suggests that the free energy for the movement of $\text{H}^+$ in the narrow region is largely determined by the distribution of polar and charged groups of the channel. As such, the static field profile affords a first glimpse into the energetics of ion permeation in hHV1. The cancellation of the static field in the bottleneck region of the channel suggests that there is no intrinsic preference for cations over anions in the WT channel, and that both anions and cations other than $\text{H}^+$ could be excluded by the same mechanism. In contrast, the large static field barrier induced by the neutralization of the charge of D112, which results in an excess positive charge (that of R208) in the bottleneck, is consistent with the experimentally observed anion selectivity of neutral mutants of D112 (Mussen et al., 2011). On the one hand, reversing the sign of the probe point charge yields the opposite static field profile, turning the broad 10-kcal/mol energy barrier (Fig. 9) into a well of the same depth (not depicted). On the other hand, adding the desolvation penalty for bringing a finite-size ion from bulk water into the narrow part of the pore, a quantity that is always positive in sign, would further disfavor cations while bringing the electrostatic profile of anions closer to zero, consistent with anion selectivity.

How far does S4 move during gating?

In other voltage-gated ion channels, the membrane electrical field is concentrated and much of it drops across a narrow region that is at the focus of an hourglass of water (Larsson et al., 1996; Yang et al., 1996; Starace et al., 1997). The Arg residues are thought to move sequentially past this constriction, altering their accessibility from inside to outside as they do so, and thus transferring gating charge across a large fraction of the membrane field at the expense of a relatively short actual movement. Recent evidence indicates that three (Jensen et al., 2012; Yarov-Yarovoy et al., 2012) or four S4 Arg residues move past the charge transfer center during Na$^+$ or K$^+$ channel opening and inactivation (Lin et al., 2011; Henrion et al., 2012; Zhang et al., 2012). Given the remarkable similarities between hHV1 and the VSD of other voltage-gated ion channels, the movement of S4 might be expected to be similar. However, our preferred homology model (R2D) suggests that in hHV1, R3 (R211) remains internal to F130, the external delimiter of the charge transfer center past which the S4 arginines of the VSD are envisioned to move during gating (Tao et al., 2010). Consistent with this prediction, when the Arg residues in S4 of hHV1 were mutated to His, the two outermost positions (R205H and R208H) were accessible to the external solution in the open state, but the third, R211H, was not. R211H was accessible to the internal solution even in the open state. The accessibility determined here with Zn$^{2+}$ is somewhat greater than in previous studies using the MTS reagents as probes. Pegylation assays indicated that R3 of mHV1 was fully accessible to the internal solution (Sakata et al., 2010), although the channel was presumably in the closed state. R3 in CiHV1 was accessible to internally applied MTS reagents in closed but not open states (Gonzalez et al., 2010). The latter study reported external accessibility of R1 in open but not closed CiHV1 channels. R2 was inaccessible in both studies. The higher accessibility of the S4 Arg residues observed for Arg→His mutants, together with the higher Zn$^{2+}$ affinity than that typically observed for binding to imidazole (Gurd and Wilcox, 1956), may reflect favorable contributions of the external and internal charge networks identified here (Figs. 6 and 9) to coordinating Zn$^{2+}$ at these intimate locations.

The conclusion from our accessibility studies that R211 remains internal to the charge transfer center in the open state is compatible with the finding that proton channel gating and selectivity persisted even when the C terminus was truncated, removing R3 altogether (Sakata et al., 2010). The lowest energy structure of NaChBac predicted by Yarov-Yarovoy et al. (2012) also supports the internal accessibility of its R4 (the equivalent of R3 in our alignment of hHV1) in closed states and at least transiently in open states, although 9 of 10 low energy structures show R4 of NaChBac making contact with the extracellular charged nexus. The recent structure of Na$_r$Rh (Zhang et al., 2012) shows that its R4 can ratchet “up” even one more turn in a presumably inactivated state, whereas our accessibility data suggest that the homologous position in hHV1 does not move past the charge transfer center, Phe$^{150}$. Perhaps the smaller number of charged groups on S4 of hHV1 prevents the full extent of movement predicted in NaChBac and Na$_r$Rh, keeping R3 of hHV1 internally accessible. Our results appear to limit the outward movement of S4 and suggest that S4 movement during gating is more restricted in hHV1 than in the K$^+$ channel VSD. A speculative explanation for this difference is that unlike K$^+$, Na$^+$, and Ca$^{2+}$ channels, hHV1 lacks a separate pore domain. The large displacement of S4 that is needed to open other channels is evidently not needed to produce a proton pathway.

These conclusions depend on the assumption that the mutations introduced here do not drastically affect the position of S4 in open or closed channels. Because in all cases charged residues were mutated, there is a
strong possibility that the lowest energy position of the mutated residues will differ at least to some extent from the WT channel. On the other hand, the Arg→His mutation does not necessarily change net charge. Speaking against gross structural changes, the Arg→His mutants displayed relatively normal gating and were all proton selective. Although hHV1 appears to function as a dimer (Koch et al., 2008; Lee et al., 2008; Tombola et al., 2008) that exhibits cooperative gating (Gonzalez et al., 2010; Tombola et al., 2010), the present study does not address gating in general or the cooperative gating of the dimer. The main unique features of hHV1 proton-specific permeation and ΔpH-dependent gating occur both in monomeric and in dimeric hHV1 constructs (Koch et al., 2008; Tombola et al., 2008, 2010; Gonzalez et al., 2010; Musset et al., 2010). Nevertheless, we cannot rule out the possibility that dimeric channels might differ in ways that we cannot now predict.

Comparison with Starace and Bezanilla’s His scanning studies.

Our Arg→His mutations mirror those performed in the Shaker K’ channel VSD by Starace and Bezanilla (Starace et al., 1997; Starace and Bezanilla, 2001, 2004), who mutated each of the first four Arg residues of S4 to His. The picture that emerged was of aqueous crevices on either side of a narrow bridge in the VSD that interrupts aqueous access from one side of the membrane to the other. The probes in these studies were effectively water molecules or, more accurately, hydronium ions. The four mutations (numbering the Arg residues starting from the outside) produced a hyperpolarization-activated proton channel (R1→His), a proton carrier (R2→His or R3→His), or a depolarization activation proton channel (R4→His). In the cases of R1→His or R4→His, the appearance is that in closed or open states, respectively, the His is positioned at a constriction where it is accessible to both sides of the membrane simultaneously. Strictly defined, “accessible” means capable of being protonated by H3O+ or donating a proton to H2O to form H3O+. Based on these studies, one might expect the R205H mutant of hHV1 to be a hyperpolarization-activated proton channel. The family of currents in Fig. 10 D shows that this expectation was not met. There is no significant inward current at negative voltages. We might further expect R208H to be a proton carrier, shuttling protons across the membrane at intermediate voltages where open↔closed transitions occur frequently. Even if this prediction were correct, it would be very difficult to distinguish H’ efflux mediated by channel versus carrier modes. At positive voltages, hHV1 functions as a proton channel (in contrast to the K’ channel VSD that does not normally conduct current), and the rate of transport by a shuttle mechanism is unlikely to be as great as the flux in channel mode. Finally, we might predict that R211H would conduct protons at positive voltages. Because hHV1 does this already, we can think of no way to evaluate this possibility. In summary, the only definitive conclusion from the properties of the Arg→His mutants of hHV1 is that R205H does not act as a hyperpolarization-activated proton channel at negative voltages. Several interpretations are possible. R205H may not be located at the constriction of hHV1 in the closed state. Alternatively, R205H may be located at a constriction of hHV1 in the closed state, but, the geometry of the constriction does not allow H3O+ access from both sides. In any case, hHV1 appears to differ significantly from the Shaker VSD.

In summary, our model indicates that the open state of hHV1 is stabilized by an external charge cluster that includes a prominent Asp112→Arg208 salt bridge, and by a large internal charge network. Both model and His scanning indicate that the third S4 Arg, Arg211, remains accessible to the internal solution in the open state. This result may be understood in light of hHV1 having only three Arg residues in S4, in contrast with approximately seven cationic residues in many other voltage-gated ion channels. In K’ channels, after R1–R4 ratchet through the charge transfer center during opening, several cationic residues remain inside to interact with acidic groups. If S4 in hHV1 ratcheted up so that all three Arg residues in S4 were above the constriction at F150, none would remain inside to interact with internal acidic groups. Here, we propose that the middle Arg (R208) is poised at Asp112 in the open state, with R1 outside and R5 inside, both able to interact with external and internal charge clusters, respectively, and stabilize the open state.
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